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ABSTRACT
Box and Gaussian filters are suitable and typically perform well in applications where amount of smoothing required
is small. These types of filteese quite optimum in eliminating small amount of noise from natural images. However,
when the floor of the noise is large, and one is essential to average more pixels to suppress the noise, so these type of
filters begin to over smooth sharp image featsteh as corners and edges. To overcome this shortcoming the bilateral
filter has been proposed. In this paper we have presented new approach by utilizing bilateral filter via box filter
method. The proposed method significantly improve the bilaterat pigeformance by simply implementing pre
processing step of box filtering at almost no additional cost.
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1. INTRODUCTION

The bilateral filte(BF) is a kind of norlinear weghted averaging filtefl]. The methodology of bilateral filter is that

the weights of the filter is totally depend on the spatial distance and the photometric similarity distance with respect
to the center pixel. While doing the spatial smoothing the bilateral filter have thalitgpea preserve the edges that

is the main characteristic of this filter. The performance of bilateral filter is relatively effective in denoising images
degraded with small amounts of Gaussian noise. The bilateral filter perform very well in demmaieg, though,

images degrade quickly as increase in noise level. To overcome this shortcoming of the filter there are a lot of modified
versions of the bilateral filter have been suggested in the literature, but often at an extensive computatioadl overhe

There are wide range of applications in computer vision and image processing has found for bilateral filter. The prompt
application of bilateral filter is as it can do spatial averaging in images without smoothing edges. Other applications
of the bilkteral filter comprise of image denoising multiresolution addif&@ncontrast enhancemejd], 3-D mesh
denoising4], estimation of depth mgp], illumination axd texture separatid6], tone mappingj7], enhancement of
video[8], compression artifact reductid®], estimation of optical flo}10] and fusion of flash and ritash images

[11].

In this paper we have utilized bilateral filter that can significantly improve the bilateral filter performance by
implementing simple prerocessing step. There is no additional cost of this filter. The performance of the filter is
significant at high naie levels as compare to the existing bilateral filter but at certain noise threshold it tends to
perform poorBoth the numerical and visual denoising results on standard test images have been reported in this paper.
In the experimental results, we haveified that, by utilizing bilateral filter via box filter the performance over the
existing bilateral filter is significant both visually and numerically in terms of PSNR. Additionally, the denoising
performance of the proposed filter is competitive witeanisotropic diffusion (AD)12], total variation (TV)[13]
andnorntlocal meandilter (NLM) [14] in terms of visual and computational process.

2. STANDARD PROBLEM OF DENOISING
The images degraded with the white Gaussian noise that is the standard problem of denoising grayscale images in
image processing and computer visjah], [13], [16]. In this method, we are given theisyimage as:

6. 6. , N 1)

0 are

whereK is finite rectangular domain af h 6, N U is the unknown originatleanimage, 0
independent and identically distributed\aé0, 1), andthe noise level i.

The main aim is to discover an estimate denogséed of the original clean image from the degraded samples. So the
goal is to denoised an image that should be visualtjes to original clean image. By using mesquareeerror
(MSE) we can calculate the resemblance rate of image which is defined to be:
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So, in this paper, we have used the peak sigrabise ratio (PSNR) which givenby0 3 . 2p it i Cc v I- 3 %

Edgepreserving bilateral filter in the applications of image denoising is the current interest in ouflpafef],
[18]. In this case we have designed the denoised image as:

®3)

where,
N0 Agp ££ and Q 0 Agp — (4)

The spatial and range kernels are given in Eqw#)i ch refers for Gaussian kernels
limited to some neighborhood of the origin. Usually, the squatefofe nei ghbor hood i sW;Y, whic
W] x [-W; W], where7 o [1].

3. BOXFILTERING APPROACH

A box filter is kind of spatial averaging filter in which all coefficients amest be equal. Spatial averaging filters are
mostly used for smoothing and for image denoising. The output of the each pixel in the resulting image has a value
equal to the average value of its neighboring pixels in the input.

The idea behind spatial awagfing filters is straight forward. By replacing every pixel value in an image by the mean

of the intensity levels in the neighborhood of the filter mask. So, in this method the results in an image with reduced
6sharp changesd i n enos¢ redudiontisythe mastvneticeshle appkcationeof smaothing. The
main drawback of these filters is they blur edges of the image

Box filtering in its smplest form can be described[&8]:

o P ©)
¢ pcd p

where,’Q with real sample¥2 8

4. UTILIZING BILATERAL FILTER VIA  BOX FILTERING

We have demonstrated in this section that how bilateral filter denoising performance can be improved at high noise
levels. So, by integrating a simple gecessing step into the framework at almost no amtiticost.

We have noted that i&q. 3) the range filter operates on the noisy samples.

It means that the degraded image is used not just for averaging but also tatlcersimabothing via range filter.
Theapproach in this regard is to apply range filter directly endttiginal clean imagso it an consider some

form of proxy for the original clean image. In this scheme we use the box filter as a proxy for the noisy image.
In particular,proposed bilated filter can be written as:

(6)

where,

60— 60 Q @
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We have set the parameRm which can we can control the amount of smoothing induced by the box filter. We have
performed number of simulations in this regard. The number of simulation results recomm&ad {3at 3) is ideal

for most of output results. By doing this we caplaithis as the small blur can suppress the noise but also can keep
features of the image. We have performed denoising on both otigataral filterandproposed methoand obtained
results of test images are shownTible 1.So the results of thediters can be tuned independently with respect to

» and, . The tuning of these filters can get the best PNSR results.

4. EXPERIMENTAL RESULTS

We have used MATLABR2013a 8.1), CPU: 1.70GHz, Memory: 4GB and Windows fiatform and performed
simulations foranisotropic diffusion (AD), total variation (TVhilateral filter (BF) and proposed method. We have
taken standard test images of Lena, Pepper, Goldhill and Barbara of dimensiaxb12 for simulation purpose.
These images are degraded with Gaussian noise of standard deyiatid®, 20, 30, 40, and 50. The execution time
and PSNR are takeasperformance measures.

In Table 1 various images of PNSR valuesdifferentfiltersand proposed filter are given.thiswe have highlighted
the best PNSR value for these various images as given in Table 1.

The visual results shown in figurdsgurel, Figure 2, Figure 3 and Figufielt is suggest that beyond a certain noise
level depending on the type of image greposedilt er starts to perform better. Adding up thex filteringinto the
bilateral filter can perform better at higlvise leveldut brings down the overall PSNR due to the blurring of the
image.Certainly, the degraded age is already a good profgr the original clean image when the noise ratio is
small. Moreover, we have noted that the improvement in-pggialto-noiseratio is often as large asdB athigh
noise levels as compare to the original bilateral filter.

In Table 2 is egcution tme of these filters argiven. For online and real time applications the less execution time
filter usually preferred. The minimum execution time is highlighted in this text. Hence, this filter is powerful tool used
in todayds applications.

{

P4

(d) Denoised by TV ’ (e) Denoised by BF (f) Proposed method

Figure 1. Denoising performance efriousfilters and proposed method for Lena test image with noise = 30.
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(d)Denised byrv (')' Denoised by '. (f) Proposed method

Figure 2. Denoising performance efriousfiltersand proposed method for Lena test image with noise = 50.

(d) Denoised by TV (e) Denoised by BF (f) Proposed method

Figure 3. Denoising performance efriousfilters and proposed method for Goldhill test image with noise = 20.
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(f) Proposed method

(d) Denoised by TV (e) Denoised by BF

Figure 4. Denoising performance ofriousfilters and proposed method for Peppers test image with noise = 30.
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Table 1.Filtering performance ofariousfilters and proposed method in terms of PSNR (dB) operated on different
test images under various noise conditigns\aries from 10 to 50).

Peak SignalTo-NoiseRatio, PSNR (dB)
Testimages Denoising Standard deviation of noise
g Filters 10 20 30 40 50
AD 31.36 29.26 27.21 25.39 23.92
TV 33.23 30.25 27.84 25.86 24.11
Lena

BF 33.53 28.02 24.79 22.37 18.37
Proposed 33.28 30.90 29.50 28.44 27.47
AD 30.67 28.80 26.84 25.10 23.62
TV 31.20 29.09 27.11 25.30 23.75

Pepper
BF 33.70 28.73 25.43 20.71 18.79
Proposed 33.14 31.64 30.03 28.28 27.04
AD 29.87 28.26 26.49 24.82 23.39
TV 31.29 29.12 27.19 25.42 23.77

Goldhill
BF 31.83 27.74 25.23 22.65 21.52
Proposed 30.41 28.86 27.70 26.99 26.16
AD 26.05 25.34 24.36 23.31 22.27
TV 26.46 25.47 24.41 23.32 22.30

Barbara
BF 31.20 27.05 2412 22.02 20.75
Proposed 26.06 25.07 24.19 23.76 23.27
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Table?2. Filtering performance ofariousfilters and proposed method in terms of PSNR (dB) operated on different
test images under various noise conditigns\aries from 10 to 50).

Execution time"Y h(seconds)
Denoising Filters
Lena Pepper Goldhill Barbara
AD 6.55 6.77 7.01 7.21
TV 9.26 9.61 9.33 8.66
BF 4.31 3.73 4.73 5.26
Proposed method 3.11 3.42 3.18 3.85

5. CONCLUSION

The performance oAD, TV, BF ard proposed methodre studied under low, moderate and high noise conditions.
FromTablel, it is observed that theroposed methogerform better in terms of PSNR as comgpto the original
bilateral filterand also competitve witthe other filtersdepending on the type of imagks increasing of noise in
these filters the performance of filters reduces in terms of PNSR and as well as makesdnebgery. The proposed
filter perform quite well and preserve the edges in low and high noise condfifmnsgiginal bilateral filer perform

well in low noise conditions onlyThe executiontime of these filters is shown in thEable 2 which suggests the
execution time of proposed method is better thamtherfilters.
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